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Abstract

One way to tackle the control of stochastic noise in three dimensions is to reduce the sound transmission
to the zone of interest. In buildings, windows are often the weak link in protecting the interior from outside
noise. In particular, double glazed windows have a poor sound insulation at low frequency around the
mass–air–mass resonance (double wall resonance). Since passive means for windows are exhausted, an
active controller that increases the transmission loss in the low-frequency range is an attractive approach to
reduce the noise level in buildings. Previously suggested feedforward controllers need reference
microphones to measure the disturbance outside and error microphones for the adaptation somewhere
in the room. For a real window this is unpractical or even unfeasible. These limitations can be overcome
with the feedback controller presented here, which only uses sensors and actuators in the cavity of the
double glazed window. Four different controllers—two feedforward and two feedback strategies—are
designed, implemented and compared. With feedback the noise transmission around the mass–air–mass
resonance can be reduced by 13 dB; compared to 18 dB with a feedforward controller.
r 2002 Elsevier Science Ltd. All rights reserved.

1. Introduction

Noise is perceived more and more as an environmental pollutant or stress factor, and attempts
are made to reduce noise whenever possible. In buildings, windows are often the weak link in
protecting the interior from the outside noise, and therefore double glazed windows are used
which provide good noise insulation.
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However, also double glazed windows have a poor transmission loss at low frequency. In
addition, at a certain frequency, there is a significant drop in the transmission loss. This drop was
termed mass–air–mass resonance because the model for infinite panels suggests that at this
frequency the two panels move out-of-phase [1] thus causing a poor transmission loss. Even
though recent results showed that for finite panels the situation is more complex [2,3] this
terminology is also used in this case.
Since all the passive means to increase the transmission loss around the mass–air–mass

resonance are more or less used, an active controller that increases the transmission loss in this
frequency range could be deviced. In Ref. [4] a feedforward controller for a double glazed window
was built. Also in Refs. [5–7] where more general double panel structures are discussed the focus is
on feedforward controllers. However, since a measurement of the incident noise is often not
available or impractical, in these circumstances a feedback scheme as suggested in Refs. [8,9] must
be used.
The work presented here is a continuation and extension of Ref. [9] and is based on Ref. [10].

Section 3 derives a modal model of a double panel structure. After its successful validation this
model is then used in Section 5 for the analysis of the structure and optimization of the sensor and
actuator positions. After designing and implementing two feedforward controllers in Section 6,
two feedback designs are presented in Section 7.

2. The experimental set-up

The experimental set-up consists of two rooms, the sending room where the noise source is, and
the receiving room where the observer is (Fig. 1). The receiving room is a semi-anechoic chamber
with oblique walls and a volume of 78:1 m3: Furthermore, some damping panels were placed in
the room to smooth the room response.
The double panel structure under study was installed in the wall opening between the two

rooms. The panes themselves are monolithic glass panels with a size of 717� 1091 mm: The pane
on the transmission room side has a nominal thickness of 6 mm; the one on the receiving room
side of 6 mm or 3:2 mm: The panel on the sending room side will be called panel 1, the other one
panel 2. The set-up with the pane of 6 mm as panel 2 will be termed symmetric configuration, the
one with the pane of 3:2 mm as panel 2 will be named asymmetric configuration.
The double panel was mounted in wooden sashes with dimensions x ¼ 1480 mm and y ¼

1230 mm (Fig. 1). These sashes consist of an inner frame and an outer frame on each side. The
outer frame can be removed, so that the pane can be exchanged. On the inside there are rubber
edges which press on the glass once the outer frame has been tightened. The cavities inside the
sashes were filled with several layers of damping material.
The interpanel spacing of 84 mm was filled with air. This unusually large spacing was chosen to

simplify the mounting of control speakers in the cavity (Fig. 2). In addition to the speakers,
microphones were mounted in the cavity between the panels.
To evaluate the performance, a hemispheric array with nine microphones was used. The

microphones were held in place with thin wire (Fig. 1).
For the data acquisition, the measurements and the controller implementation, a Pentium II PC

with 450 MHz was used. The data IO was carried out with two PCI-MIO-16E-4 cards from
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National Instruments. All the experiments were implemented using the Real-Time Workshop
from Matlab.

3. Modelling

For the modelling, a double panel structure was divided into five subsystems, namely the
excitation dynamics, the first panel, the cavity, the second panel, and the radiation. Each
subsystem is relatively well understood [11,12] and can be modelled with a modal approach. The
models of the subsystems can then be assembled into a model of the double panel structure as

Fig. 1. View of the experimental set-up at EMPA. The panes are mounted in wooden sashes to fit in the opening

between the transmission and the receiving room. The cables connect the microphones and speakers in the cavity with

the amplifiers. A hemisphere with radius r ¼ 1 m was built around the window on the receiving side. One microphone is

located in the centre of the hemisphere. Eight microphones are located in a circle at 451 from the window.
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suggested in Ref. [6]. Alternatively, the modelling could be performed using a finite element model
as in Ref. [7]. It was decided to develop the model using a modal approach, because a modal
model is well suited for analysis.

3.1. The panels

The motion of a thin rectangular, orthotropic plate with side lengths a and b is governed by the
partial differential equation (PDE) [12]

K
@4

@x4
þ 2

@4

@x2 @y2
þ

@4

@y4

� �
wðx; y; tÞ þ rh

@2

@t2
wðx; y; tÞ ¼ �pðx; y; tÞ; ð1Þ

where wðx; y; tÞ is the displacement of the plate in the z direction, pðx; y; tÞ a pressure distribution
on the surface, and K a material constant [12,10]. In Ref. [13], a large number of other, more
detailed models for plates are given. However, Eq. (1) proved to be sufficient for many practical
cases [12].

Fig. 2. Control speaker in the cavity between the panes. A microphone is mounted adjacent to the speaker.
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Assuming simply supported boundary conditions and using a modal approach w becomes

wðx; y; tÞ ¼
XN
m¼1

XN
n¼1

wmnðtÞFmnðx; yÞ; ð2Þ

where

Fmnðx; yÞ ¼ sin
mpx

a
sin

npy

b
ð3Þ

is the ðm; nÞth mode shape function and wmnðtÞ is the corresponding instantaneous amplitude. It
can be determined from the ordinary differential equation (ODE)

.wmnðtÞ þ 2zmnomn ’wmnðtÞ þ o2
mnwmnðtÞ ¼ �pmnðtÞ; ð4Þ

where the forcing term pmn is the projection of p on the ðm; nÞth mode

pmnðtÞ ¼
1

Vmn

Z
F

Fmnðx; yÞpðx; y; tÞ dF ; ð5Þ

with Vmn defined by Z
F

FmnFpq dF ¼
Vmn; m ¼ p; n ¼ q;

0; otherwise:

(
ð6Þ

3.2. The cavity

The pressure in the cavity is governed by the acoustical wave equation [14]

Dp �
1

c2
.p ¼ q; ð7Þ

where q is a source distribution. Under the assumption of hard boundaries and with a modal
approach

pðx; y; z; tÞ ¼
XN
n¼1

PnðtÞCnðx; y; zÞ; ð8Þ

with the mode shapes

Cn ¼ Cijk ¼ Kijk cos
ipx

a
cos

jpy

b
cos

kpz

d
; i; j; k ¼ 0; 1; 2;y; ð9Þ

where a; b; and d are the dimensions of the cavity in the x; y; and z directions. As in the panel case,
this infinite series can be truncated to a finite sum, and Pn determined from the ODE

.Pn þ 2dn
’Pn þ o2

nPn ¼
rc2

Vn

FnðtÞ; ð10Þ

where the damping term 2dn ’pn and the forcing term on the right-hand side have been added [14].
The coefficient Vn is the mode normalization factor given byZ

V

CmCn dV ¼
0; man;

Vn; m ¼ n;

(
ð11Þ
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and FnðtÞ the modal force given by [14]

FnðtÞ ¼
Z

V

’Q

V
Cn dV �

Z
S

.wCn dS: ð12Þ

The first term describes the sources in the cavity and Q is the volume velocity of these sources. The
second term is due to the flexible walls and .w is the acceleration of the boundaries. Both terms can
again be interpreted as projections on the nth cavity mode.

3.3. Coupling of the panels and the cavity

The pressure in the cavity drives the panels. Inserting Eq. (8) into Eq. (5), gives

pmnðtÞ ¼
1

Vmn

¼
X

n

PnðtÞSmn; ð13Þ

where the coupling factor Smn is

Smn ¼
Z

S

FmCn dS: ð14Þ

Analogously, the effect of the panels on the cavity can be calculated from the second term in
Eq. (12) as

FnðtÞ ¼ �
Z

S

.wCn dS ¼ �
X

m

.wmðtÞSmn; ð15Þ

where the same coupling factors as in Eq. (13) enter the equation.

3.4. The speakers

Since the speakers are radiating into a cavity where the cavity pressure strongly interacts with
the speakers, they need special consideration. As can be seen from Fig. 3, for the membrane of a
speaker the following equation of motion holds [15,16]:

mC .x ¼ AðpR � pF Þ þ FS � FC : ð16Þ

The meaning of the different quantities is given in Table 1. The underlying assumptions are that
the pressure is constant over the entire area of the membrane and that the membrane is stiff for
the frequencies under consideration.
The restoring force FC can be modelled as a spring, i.e.,

FC ¼ kCx þ cC ’x: ð17Þ

Furthermore, the driving force FS of the speaker is generated by a voice coil (Fig. 4), i.e.,

L
di

dt
¼ u � e � iR; ð18Þ

where

F ¼ k1i; ð19Þ
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pF

pR

FS

FC

x

Fig. 3. A speaker membrane can be modelled as a rigid body driven by a force FS generated by a DC-motor, and

affected by the front pressure pF ; the back pressure pR; and the restoring force FC from the resilient mounting of the

membrane.

Table 1

Parameters of the speakers

Symbol Meaning

mC Mass of the speaker cone

A Area of the cone/piston

pR Pressure on rear side

pF Pressure on front side

FS Driving force from the voice coil

FC Force from the spring that keeps the cone in place

R Resistor of amplifier and voice coil

L Inductance of voice coil

k1; k2 Coupling factors

u Voltage from amplifier

i

eu

R L

FS = k1 i

e = k2 x
.

Fig. 4. Model of the voice coil of the speaker.
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and

e ¼ k2 ’x: ð20Þ

Due to reciprocity in transducers k1 equals k2: The above equations can be collected into a system
as

’x

.x

di
dt
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On the rear side, the membrane radiates into a small cavity of approximately
ð0:08; 0:08; 0:10Þ m: Because the first mode ð0; 0; 1Þ is at 2706 Hz; it is justified to consider just
the Helmholtz mode, i.e., the static pressure in the rear cavity. Hence,

pR ¼ �
gp0A

V0
x þ oðx2Þ; ð22Þ

where p0 is the pressure in the cavity for x ¼ 0; V0 the volume of the cavity, and g ¼ 1:4 is a
constant (cf., Ref. [15] for details).
This leads to the system

’x
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0
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where some damping cR due to the cavity on the rear side was added. The numerical values of the
individual speaker parameters can be calculated based on Ref. [15] and the data sheet.
The pressure on the front side pF can be calculated from the modal pressure Pn: The coupling of

the speaker to the cavity can be derived from Eq. (12).

3.5. Excitation and radiation

In Refs. [11,17–19], and [12, p. 236] two methods to calculate the sound power radiated by a
vibrating structure are outlined. In one case an attempt to solve the Rayleigh integral is made,
whilst in the other a calculation via the wave number transform is suggested. Both approaches
lead to a quadratic form that represents the radiated sound power [12]. In Ref. [18] methods to
derive a state space representation from this quadratic form are indicated. However, since that
procedure involves fitting transfer functions to every element of an n � n-transfer matrix where in
our case nE80 it was decided to replace these transfer functions by simple constants derived from
the excitation and radiation dynamics at the mass–air–mass resonance. These constants are a
good model within the limited frequency range of interest (cf., Ref. [10] for details).

3.6. State space model

The panels, the cavity, and the speakers are governed by a finite number of ODEs. These
systems of ODEs can all be transformed into state space form. Using the previously mentioned
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coupling terms, these sub-models were then assembled into one large state space model, which
included also the radiation and excitation terms.

4. Validation of the model

Two methods were used to validate the model. First, the double panel was excited with a large
speaker in the sending room and the vibration on the second panel was measured using a laser
vibrometer. When the measured operating deflection shapes were compared with the mode shapes
predicted by the model, not only the mode shapes themselves but also the resonance frequencies
agreed very well. In Fig. 5, the measurement at 88:1 Hz is given, and in Fig. 6 the prediction
from the model at 88:5 Hz (asymmetric configuration). Since such a mode with two peaks in
phase cannot occur on a simple plate it can be concluded that in the model the coupling is also
correct.
Some transfer functions from the speakers in the cavity to some microphones in the cavity and

some accelerometers on the structure were then measured. Again, the measurement and the
prediction agreed quite well (Figs. 7 and 8).
To avoid an accidental fit, two different windows were tested with the laser vibrometer and four

configurations were used to compare the transfer functions. In all the cases the fit was similar as in
Figs. 5–8.

5. Optimization of the system

The positions of the sensors and actuators were optimized based on a controllability criterion
[20]. First the coupled model from Section 3 was transformed into diagonal form. Then the
controllability Grammian WCi

of every coupled mode was calculated. The controllability of mode
i with two speakers is then

W total
Ci

¼ W
ð1Þ
Ci

þ W
ð2Þ
Ci
: ð24Þ

As cost function, the weighted sum of the controllability of the individual modes was used:

J ¼
X

fi W total
Ci

; ð25Þ

where the weight factors fi are

fi ¼

ri � a if mode i is in the frequency range of interest;

�ri if mode i is in the spillover prevention range;

0 if mode i is above the spillover prevention range:

8><
>: ð26Þ

Due to the area formula (cf., e.g., Ref. [21, p. 87]), feedback controllers amplify the modes just
above the frequency range of interest, where the crossover frequency of the controller is. This
effect is often called spillover. As pointed out in Ref. [22], it can be reduced by placing the
actuators and sensors so that they do not couple to the modes in this band. Therefore, the
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spillover prevention band of 100 Hz right above the frequency range of interest ð40 Hzy200 HzÞ
was defined. The modes lying in this band entered the optimization with a negative sign, i.e., good
controllability was punished.
The factor ri quantifies the radiation efficiency of mode i: For simplicity, it was set to the

volume velocity of mode i on the second panel. The factor a was varied from 1 to 2 to stress the
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Fig. 5. Measured mode shape of panel 2 at 88:1 Hz: Asymmetric configuration: 6 mm pane, 84 mm cavity, 3:2 mm

pane.
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controllability of the modes in the frequency range of interest versus the punishment of the modes
in the spillover prevention band. Because the cost function is very cheap computationally the
optimization was done by simple enumeration.
The optimization was performed for the symmetric and the asymmetric configuration and for

different frequency ranges around the mass–air–mass resonance. The result indicated that three
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speaker locations are superior: one speaker in the centre of the top and bottom boundary, one
speaker in the centre of the left and right boundary, and two speakers in the corners.
Speakers were mounted in all the positions and control experiments were run for all three

configurations. The differences in performance, however, were quite small. Apparently the
optimum is quite flat and all three positions are reasonable.

6. Feedforward control

Feedforward controllers for double glazed windows or double panel structures in general have
been studied before [4–7]. These controllers need an upstream measurement of the noise, e.g., with
microphones somewhere outside, as a reference. For the adaptation, error microphones are
necessary, which can be placed in the receiving room or in the cavity. Both the disturbance
microphones outside and the error microphones in the receiving room are not very practical or are
even unfeasible. Nevertheless, some feedforward experiments were performed in this study to get
an upper bound of the performance achievable with a feedback controller.
In both the symmetric and the asymmetric configurations, two LMS-based feedforward

controllers were implemented. For the former, the adaptation was based on the microphones in
the receiving room, whereas the latter used the microphones in the cavity.
The largest attenuation was achieved for the asymmetric configuration with the error

microphones in the receiving room. The attenuation near the mass–air–mass resonance was about
18 dB: The spectrum in the receiving room averaged over the microphones of the hemispheric
array is given in Fig. 9.
If the microphones in the cavity are used as error microphones the performance of the

controller at the mass–air–mass resonance deteriorates to 7:5 dB: Apparently, modal restructuring
plays a more important role than modal suppression [7,6].
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Fig. 9. The spectrum in the receiving room for controller 1 (asymmetric configuration).
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The generally inferior performance of the symmetric panel (Table 2) can be explained by the
uncontrollable modes. As pointed out in Ref. [23], some modes of the symmetrical configuration
cannot be controlled with speakers in the cavity, which limits the achievable performance.

7. Feedback control

In Ref. [9] it was pointed out that installing a feedback controller according to Fig. 10 reduces
to a so-called four-block design problem [24], i.e., to a design problem where the performance is
specified on some quantities w and z which cannot be measured directly. Four-block problems
have been studied for quite some time in control engineering literature and tools to solve them are
available [25].
We want to minimize the (possibly weighted) transfer function Tzw from w to z; i.e.,

min
K

jjTzwjj ¼ min
K

jjGzw þ GzuKðI � GyuKÞ�1Gywjj: ð27Þ

The performance is not defined via some norm of a measurable system output but on a
‘‘computed’’ quantity. Of course, as an additional condition, Tzw should be stable.

Table 2

Performance comparison of the different controllers

Controller Symmetric Asymmetric

panel (dB) panel (dB)

1. Feedforward controller with error 8.5 18

microphones in the receiving room

2. Feedforward controller with error 4 7.5

microphones in the cavity

3. IMC feedback controller 7 13

4. Robust feedback controller 4 7

w
z

u y

y

u
K

Gyw

w zGzw

Gzu

Gyu

K

Fig. 10. The system has two sets of inputs, the disturbances w and the control inputs u; and two sets of outputs, the

internal microphones y and the microphones in the receiving room z: Only the internal microphones and speakers are

accessible for control (controller K).
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From the feedforward experiments described in the previous section it is clear that only a four-
block design can be successful. If the controller was designed to minimize y; the achievable
performance would be 7:5 dB compared to 18 dB in the four-block case.
Two feedback designs were tested: an IMC2 controller based on the LMS-algorithm, and a

controller designed with robust control tools. For easier reference the IMC controller will be
called controller 3 and the robust design controller 4.

7.1. LMS-based IMC design

The driving force behind the LMS-based IMC design was the attempt to exploit the positive
properties of the LMS-algorithm for feedback design. If feedforward controllers for stochastic
noise are built, the cancellation signal can affect the disturbance measurement. For example, in a
duct, the superimposed noise from the cancellation speaker can travel upstream to the disturbance
microphone. A successful solution to this problem is to first design an echo canceller to get a
better measurement of the disturbance and then to use the standard xLMS-algorithm to
implement a feedforward controller [16]. Since this design procedure proved to be particularly well
suited for vibrating plants, a similar feedback controller was developed.
Initially, the transfer function Gyu from the control speakers to the control microphones in the

cavity was identified with a finite impulse response filter (FIR) using the LMS-algorithm. Then the
identified model *Gyu was used to compensate the plant as in Fig. 11, and an adaptive controller Q
based on the xLMS-algorithm was run. After 100 s the adaptation was ‘‘complete’’ and turned
off. After turning off the adaptation this scheme is a pure feedback controller. (Fig. 11 without the
dashed line.) The combination of *Gyu and Q corresponds to an internal model control (IMC)
controller [26] designed via a gradient optimization procedure.

-

Gyu

Gyu

w

u

Gzw

Gzu

Q

y

Gyw

~

z

Fig. 11. With an LMS-based gradient design procedure an IMC controller was designed. After convergence the

adaptation (dashed line) was turned off. The remaining system is a pure feedback scheme.

2 IMC: internal model control [26].
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Different controller configurations were tested. After a series of trials a system with
two reference microphones, one speaker, and two error microphones proved to work best
(Fig. 12). The performance was as good as with two speakers, but there were no stability
problems. With two speakers no reliable system could be built using the design procedure
outlined. In many cases the controllers became unstable only a few seconds after turning off the
adaptation. Without modification this approach seems to be unsuitable for multiple input
multiple output (MIMO) design. As a consequence, a robust controller described in the next
section was designed.

7.2. Robust controller design

The concept underlying the robust design framework is that a plant cannot be described by a
single linear model. Therefore, the plant P is characterized by a set

P ¼ Pnom þ W1DW2; ð28Þ

where D is an arbitrary, stable and norm-bounded transfer function,

jjDjj
N
o1; ð29Þ

and W1ðjoÞ and W2ðjoÞ are weighting functions that are small where Pnom is a good description of
the real plant, and large for those frequencies where Pnom is a poor model. The real plant is
assumed to lie somewhere in this set. Accordingly, the modelling consists of two steps: the
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Fig. 12. Sound spectrum in the receiving room if the asymmetric double panel is controlled by the IMC controller

(controller 3). The peak in the problematic area around 80 Hz is damped by 13 dB:
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derivation of the nominal model Pnom and the uncertainty description W1; W2: For a more
detailed introduction to the concept of uncertainty and alternative uncertainty descriptions Refs.
[21,26], or Ref. [24] may be consulted.
In the robust control framework, controllers are not designed for one single nominal plant

Pnom; but for the entire set P: Robust performance is only achieved if the performance
specifications hold for all members of P: The advantage of this method is that it can cope
with unmodelled dynamics which often leads to superior controllers, in particular for MIMO
systems.

7.2.1. Identification for control

To design a controller with the robust control tools mentioned earlier, a nominal model which
contains models for all four blocks of Fig. 10 and which is of low order must be found. In addition
it should be continuous and in state space form because the software package [25] can handle
these type of models only.
Based on the experience in Refs. [9,27] it was decided to use subspace identification [28], because

it can fulfill all the conditions above except that the model is in discrete time. However, the
transformation to continuous time is relatively straightforward using a Tustin transformation
with pre-warping [29].
The disturbance and control inputs were excited simultaneously with band-limited white

noise and all the microphones in the cavity and in the receiving room were recorded. After de-
trending and normalizing the data, and removal of some delays the four block model was
identified in one single calculation using the subspace identification algorithm n4sid from
Ref. [30].

7.2.2. Uncertainty description
As pointed out in the introductory remarks, in addition to the nominal model an uncertainty

description for the plant is needed. However, since there is no systematic way to derive such an
uncertainty description, some physical intuition was used.
The full model Gyu from the speakers to the microphones is

Gyu ¼ Gnom
yu þ W1DW2; ð30Þ

where Gnom
yu is the nominal model from the previous subsection. It is known that the speakers are

fairly inefficient and the microphones more or less insensitive at low frequency. Therefore the
identified model derived from real data cannot be accurate in this frequency range and the
uncertainty W1; W2 should be large. Furthermore, there are some unmodelled modes at high
frequency. Hence, in this area also a large uncertainty is necessary.
A stable filter that fulfills these conditions—high gain at low and high frequencies, small gain in

the frequency range of interest—is a band-stop filter. Hence, the filter W2 was chosen as a
diagonal 2� 2-transfer matrix with such band-stop filters on the diagonal. The magnitude of the
pass band was chosen to be larger than the nominal model, whilst the magnitude of the stop band
was smaller. To avoid the numerical problems associated with multiple poles [31], the cut-off
frequencies of these two band-stop filters were chosen to be disparate. For simplicity, W1 was
chosen as an identity matrix. In Ref. [24] some interpretation of this and various other uncertainty
descriptions is given.
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The additive uncertainty in Eq. (30) is not the only possibility to describe uncertainty. As has
been pointed out, for example in Ref. [27], the choice of the uncertainty model can be crucial for
the performance. Ideally, only the uncertainty at low and high frequency is modelled as
unstructured uncertainty whereas the one in the frequency range of interest is represented with
parametric uncertainty [24,27]. However, for the system available a decomposition necessary for
introducing parametric uncertainty is very cumbersome.

7.2.3. Controller optimization
The controller should focus on the frequency range of interest around the mass–air–mass

resonance. This can be achieved by using a performance weight that is large exactly at these
frequencies and small otherwise, e.g., a band-pass filter.
The interconnection of the nominal plant, the uncertainty and the performance weights

(Fig. 13) is called the augmented system [24]. The actual controller design can be posed as a
minimization problem on the augmented system. For robust performance, one has to find a K

such that the transfer function Tz *w from the disturbance *w to the performance signal z is smaller
than some specified constant g for all D; i.e., find a K such that

max
D

jjTz *wjjNog; ð31Þ

which is equivalent to

K ¼ arg min
K

max
D

jjTz *wjjN: ð32Þ

In Ref. [25] efficient tools to pose and solve Eq. (32) are given. The interested reader is referred
to Ref. [24] for details about this procedure.

∆

augmented system

w~

W2

K

P

u y

zw
Wperf

W1

Fig. 13. Augmented system used for the controller optimization. The disturbance *w is weighted by Wperf : W1 and W2

are weights for the size of the uncertainty.
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The identified system had 90 states. After eliminating some of the higher order modes and
adding the weights, the augmented system had 98 states. Due to experience with systems of similar
size [32] it was made sure that all the weights were minimum phase and balanced. After taking
these precautions the HN-optimization encountered no numerical problems.

7.2.4. Results
The performance as well as the uncertainty weights were varied to get the best possible

performance. For the asymmetric panel, the first resonance was attenuated by approximately
7 dB: For the symmetric panel, the reduction was 4 dB:

8. Conclusions

The transmission loss of double glazed windows can be increased with an active controller.
Using feedback, no microphones outside the window are necessary, which improves the
practicality of the system.
In Table 2, a performance comparison of all the controllers implemented on the double glazed

window is given. As a performance index, the noise reduction in dB at the mass–air–mass
resonance around 80 Hz is used. Of several controllers or speaker configurations tested, the
best results were reported in Table 2. By comparing the entries, the following statements can be
made:

* It is possible to build feedback controllers whose performance is almost as good as that
from the feedforward controller. In particular, it is possible to build feedback controllers
(controller 3) whose performance is superior to the feedforward controller with the error
microphones in the cavity (controller 2) which confirms the necessity for a four-block design in
this case.

* In general, the noise reduction is better for the asymmetric panel. Some modes of the symmetric
panel are uncontrollable with speakers in the cavity which limits the performance. Therefore,
windows with active controllers should be built asymmetrical.

* To some extent, the inferior performance of the robust design is due to the conservativeness
introduced by the unstructured uncertainty model.

* The feedforward controller that uses the receiving room microphones is much better than the
one that uses the microphones in the cavity. Apparently modal restructuring plays an
important role and modal suppression is not sufficient for this set-up.

Future work could address the design of feedback controllers that combine the good properties
of controller 3 and 4, namely good performance and robustness, by using more specific
uncertainty descriptions as in Refs. [33,27].
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